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I. INTRODUCTION  

Landscape is the green lungs of cities, not only supple-
menting the natural landscapes that people lack in their 
daily lives, but also providing places for leisure and enter-
tainment. The acceleration of the urbanization process and 
the gradual improvement of people's living standards have 
put forward new contents for landscape design. Human be-
ings have entered a new era of rebuilding beautiful and liv-
ing environment with the scale of beauty [1]. Studying how 
to apply the laws of beauty to create a beautiful environ-
ment has become an important topic for people to pursue a 
higher and richer spiritual life. The beauty of gardens is a 
form of gardening that exists objectively and is a materiali-
zation of human thinking in long-term social practice. 
Therefore, the standard of garden beauty is also objective, 
determined by the objectivity of garden beauty [2]. Explor-
ing the specific application of landscape aesthetics in de-
sign can improve the overall artistic level of garden con-
struction, thereby meeting the needs of various groups of 
people for spiritual and cultural life. 

Ceramic is a collective term for pottery and porcelain, a 
type of material and product formed in human production 

and life [3]. The definition of ceramics is a hard substance 
formed by using minerals such as clay as raw materials, 
which are formulated, crushed, and shaped, and then sub-
jected to a series of physical and chemical reactions after 
high-temperature firing. There are many forms of daily and 
artistic ceramics with high practicality and partial appreci-
ation, making them a model of the combination of industry 
and craftsmanship. Against the backdrop of people's in-
creasing material and cultural needs, people's demands for 
ceramic art and crafts are also increasing [4]. As an out-
standing representative of arts and crafts, ceramics often 
have their own unique features in terms of appearance, 
composition, craftsmanship, color, and other aspects. Espe-
cially ceramic artists use image content to express their at-
titude towards life and pursuit of art. So, in ceramic deco-
rative patterns, their materials are becoming increasingly 
rich, their content is becoming more diverse, and their 
styles are becoming more distinctive [5]. In addition to the 
common figures, animals, plants, and landscapes in daily 
life, decorative patterns also incorporate modern life ele-
ments with modern expression techniques, highlighting the 
new vitality of ceramics as a traditional handicraft in the 
new era. In today's society, ceramic products with unique 
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artistic styles and reflections of social life are often more 
favored by people. With the continuous growth of people's 
spiritual pursuits, more and more people are pursuing per-
sonalized experiences, attempting to integrate different ar-
tistic styles to achieve new artistic effects and enhance peo-
ple's sensory experience [6]. Therefore, we can try to inter-
sect the traditional art field with the modern technology 
field, in order to meet the contemporary people's pursuit of 
art while also achieving the goal of promoting the develop-
ment of ceramic art and culture. 

The application of ceramic art is an important component 
of landscape design, which can be reflected through princi-
ples such as the beauty of ceramic in landscape design. 
Good landscape design can enhance people's aesthetic ex-
perience and also provide psychological relaxation [7]. The 
application of ceramic art in gardens can enrich people's 
aesthetic feelings. At the same time, utilizing the maximi-
zation of the beauty of ceramic art to improve the design 
quality of landscape has a profound impact on the design 
practice of landscape, as well as the construction and devel-
opment of landscape. Therefore, the application of ceramic 
art is an inevitable and very important aspect in landscape 
design. Identifying the mutual relationship between the two 
can provide corresponding theoretical basis and practical 
guidance for the construction and development of land-
scape, and create landscape with rich connotations, high 
quality, and highly loved by people. 

Artificial intelligence, as one of the most promising sci-
entific and technological advancements, aims to enable ma-
chines to think like humans and simulate their way of think-
ing to complete tasks. Artificial intelligence is a key force 
leading innovation, creating significant opportunities for 
every industry [8]. Deep learning has achieved certain re-
sults in the study of ceramic art beauty under its background. 
In addition, device safety in applications also needs to be 
considered [9]. Therefore, by combining artificial intelli-
gence technology with traditional ceramic recognition 
problems, the problem of non-quantifiability and non-re-
peatability in traditional ancient ceramic "eye recognition" 
can be solved. Artificial intelligence and related technolo-
gies are a type of complex work that is completed by hu-
mans through machines instead of humans. In recent years, 
they have developed rapidly and have played a role in ac-
celerating assistance in many traditional industries. Due to 
the development of related technologies such as deep learn-
ing and computer vision in the field of autonomous driving, 
the complete realization of autonomous driving is not far 
away [10]. Face recognition has been widely applied in se-
curity, financial payments, and other fields [11]. The iden-
tification of pests and diseases in apples, wheat, and more 
crops, as well as yield estimation, have been widely applied 
in smart agriculture [12]. And artificial intelligence and its 
auxiliary technologies have also been widely applied in 

fields such as smart transportation, smart healthcare, secu-
rity, and more [13-14].  

This article applies the research results of ceramic beauty, 
aesthetic research, landscape design, artificial intelligence 
and other related theories, and applies some of these theo-
retical viewpoints to the study of landscape design. 
Through literature review and artificial intelligence tech-
nology, the aesthetic understanding and recognition of ce-
ramic art are applied to the exploration of landscape design, 
exploring the mutual connection between the two, and ex-
ploring landscape design strategies that meet people's aes-
thetic and needs. A ceramic recognition method supported 
by artificial intelligence and its auxiliary technology is pro-
posed to preliminarily achieve intelligent recognition of ce-
ramics. The significance of this study lies in providing new 
methods and routes for landscape design and beauty value 
recognition. The main work and structural arrangement of 
this article are as follows. 

 
(1) In order to apply the aesthetic understanding and 

recognition of ceramic art in landscape design and 
ensure the authenticity and reliability of the analysis 
results of ceramic aesthetic features, this article pro-
poses artificial intelligence and its auxiliary technol-
ogies as support to achieve intelligent recognition of 
ceramics. It introduces the traditional models CNN 
and VGG networks, analyzes the characteristics of 
the fast migration model, and proposes the improve
d fast migration model. 

(2) Based on ceramic images as the research dataset, this 
article conducts experimental research analysis and 
detailed testing, analyzes and compares the perfor-
mance advantages of various models through indica-
tors. Experiments have shown that the improved fast 
migration model has achieved good results in max-
imizing the aesthetic appeal of ceramic art applica-
tion, thereby verifying its effectiveness and practical-
ity in maximizing the aesthetic appeal of ceramic art 
application. 

 
The remaining part of this article consists of four parts. 

The second part is related literature. The third part provides 
a detailed introduction. The fourth part analyzes the pro-
posed algorithm and its effectiveness through experiments 
and indicators. Finally, the main research content and con-
clusions of this article are summarized. 

  
Ⅱ. RELATED WORK 

Landscape ceramic design is a relatively new concept, 
which not only belongs to the meaning category of garden 
landscape, but also includes the idea of ceramic art design. 



Journal of Multimedia Information System VOL. 10, NO. 4, December 2023 (pp. 371-382): ISSN 2383-7632 (Online) 
https://doi.org/10.33851/JMIS.2023.10.4.371 

373           

 

Currently, there is not much research on the professional 
field of combining landscape architecture with ceramic, but 
scholars' research on the design theory of landscape plan-
ning and ceramic art has certain reference value for this 
study. 

There were many studies on digitization and retrieval of 
ceramic. Lin et al. [15] segmented digitally archived porce-
lain images to obtain four texture features. The main ce-
ramic texture feature segmentation results were obtained 
using digital image processing methods such as principal 
component analysis (PCA). This method was a specialized 
segmentation optimization and exploration for ceramic im-
ages, which established a clear foundation for digital mu-
seum administration and texture feature retrieval of porce-
lain. In addition, some scholars had also studied the form of 
landscape space. For example, Tang analyzed the space 
form of the old town of li jiang from two different perspec-
tives: "top-down dominant factors" and "bottom-up organ-
izational process". He believed that the landscape space of 
the ancient city mainly consisted of architectural space, wa-
ter system space, street space, greening space, node space, 
and overall space. 

Cui et al. [16] through the combination of digital image 
processing methods and pattern recognition technology, 
conducted in-depth discussions on the automatic classifica-
tion, recognition of blue and white porcelain decorative pat-
terns. And he realized the automatic classification of blue 
and white porcelain decorative patterns by using K-nearest 
neighbor classification. But if there were many ceramic fea-
tures or the sample size was too large, the calculation speed 
was relatively slow. Ma et al. [17] introduced word weight 
into the digital management and protection of blue and 
white porcelain cultural relics, and proposed a weighted op-
timization algorithm. After classifying the words, blue and 
white porcelain could be retrieved through text and content 
fusion. Yang et al. [18] specified the structural data of ce-
ramic ware, and set up a database of ceramic ware construc-
tion. Nevertheless, the amount of data was little. Lu et al. 
[19] altered the relatively single and fuzzy description of 
bowl- shaped features. This method had a single category 
of device types and no generalization characteristics. Guo 
et al. [20] proposed a machine detection method. It had cer-
tain reference significance for the restoration of a number 
of ancient ceramic relics. 

Zhang et al. [21] aimed at the image features of blue and 
white porcelain inscriptions, realized the segmentation and 
recognition of Blue and white porcelain inscriptions by 
convolution neural network and handwritten Chinese char-
acters, and realized the preliminary recognition of ceramic 
inscriptions. However, the recognition method of Chinese 
character recognition after segmentation of the inscription 
recognition image had obvious limitations. Li et al. [22] 

developed and designed intelligent tableware based on dig-
ital image processing technology, introduced the digital 
image calibration principle and sampling quantization 
method used in intelligent tableware. Among them, the de- 
velopment of this creative product not only brought con-
venience to daily use, but also symbolized cultural innova-
tion. Dias et al. [23] designed a flower recognition technol-
ogy that was resistant to clutter and light changed through 
methods such as computer vision, and proposed a pre 
trained convolutional neural network structure to adapt to 
flower sensitivity detection, effectively improving apple 
production efficiency. Alex et al. [24] proposed a new 
method by manually defining labels or semantic segmenta-
tion. This was a content aware generation method that had 
interactivity and provided guidance for the generated image 
results, which to some extent helped to improve image 
quality. Cho et al. [25] proposed an end-to-end image trans-
lation method that used the method to reduce time costs and 
parameter count. Through extensive experiments, it had 
been proven that the combination of this method and gen-
erative adversarial networks improved computational effi-
ciency and image quality. Rong et al. [26] applied deep 
learning to food safety protection and detection. In response 
to the irregular shape and complex features of foreign ob-
jects in walnuts, convolutional neural networks were used 
to achieve automatic image segmentation to detect related 
foreign objects. This solved the problem of aggregation be-
tween walnuts and foreign objects in actual images and 
achieved real-time detection. 

 

Ⅲ. RESEARCH ON CERAMIC ART UN-
DER THE BACKGROUND OF ARTIFI-

CIAL INTELLIGENCE 

3.1. Artificial Intelligence 

3.1.1. CNN Model 
CNN is one of the commonly used neural networks with 

distinct characteristics. It can attempt to generate its input 
and output again. It has a hidden layer inside and can rep-
resent the original input information by generating encod-
ing [27]. The network mainly consists of two parts, the en-
coding function h=f(x) and the reconstructed decoding 
function r=g(x). By adding constraints, automatic encoders 
are often designed as structures that do not perfectly repli-
cate inputs similar to training data, and these constraints 
force the model to prioritize different aspects of the input 
data, thereby learning useful features from the data. 

The training algorithm of the CNN is still consistent with 
the traditional back propagation (BP) network training 
method. Below, we will analyze the two stages of training. 
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(1) The first stage is forward propagation. 
a. Firstly, it extracts (Xp, Yp)  from the input dataset, 

and then sends Xp to the input end of CNN, where Yp is used in the second stage. 
b. Then, Xp as the input layer data will pass through the 

C1/S1/C2/S2/F/O layers, and after calculating each 
layer and weight parameters, the final output will be 
obtained. From a functional perspective, in this stage, 
the data undergoes layer by layer function transfor-
mation from the initial input layer to the subsequent 
layers, which means that transfer calculations are con-
tinuously performed between the various layers of the 
formed CNN. Usually, the input is multiplied by the 𝑊௜ weight parameter matrix of each layer, as shown 
in Equation 1. 

 𝐹௡(. . . (𝐹ଶ(𝐹ଵ(𝑋௣𝑊(1))𝑊(2)). . . )𝑊(𝑛)). (1)
 
2) The second stage is backward propagation. 
a. The key to this step is to calculate the Op-Yp value, 

which is the difference between the actual output 
value and the sample label value. 

b. Within the range of training iterations in the program 
design, the model will be trained using layer by layer 
backpropagation calculations, which can include 
minimizing error methods, etc. The calculation re-
sults will continuously modify the weight parameter 
matrix between levels. 

  
CNN were one of the first deep networks to be effec-

tively trained using backpropagation. This is different from 
ordinary networks, which are considered to have failed on 
backpropagation networks. The reason may be that convo-
lutional neural networks have much higher computational 
efficiency than general fully connected networks. Addition-
ally, their contribution comes from the maturity of external 
hardware, which makes the application effect of CNN in 
multiple fields increasingly apparent. It can be seen that the 
goal of CNN is to learn features through continuous training 
and learning of sample data. It will try to avoid artificially 
designing features for extraction and promote end-to-end 
"black box" learning. In addition, in other areas such as 
speech recognition, CNN also has unique advantages in 
computing features. From the perspective of neuroscience 
analysis, the structure of CNN layout is already very similar 
to that of actual biological neural networks, and it will try 
to avoid the complexity of data reconstruction caused by a 
large number of feature extraction calculations and reclas-
sifications. However, at present, fully connected networks 
that have been very familiar in the past often use data sets 
that are considered to work poorly and some basic activa-
tion function. The main obstacle on the long-term path of 
neural network research is the lack of confidence of practi- 

tioners in the success of neural networks, which is different 
from the excellent performance of modern deep network 
implementation. Fortunately, convolutional networks per-
form better and better after Lenet. In the past decade, many 
other CNN studies have also achieved significant success, 
such as facial recognition, paving the way for deep learning 
to be widely accepted. 

CNN is a type of neural network specifically designed to 
handle data with a grid like structure. For example, the time 
series data or image data, which can be seen as a two-di-
mensional pixel grid. The network uses convolutional oper-
ations to replace the general neural network of matrix mul-
tiplication operations. On the development path based on 
CNN, models such as Lenet and VGG have shown good 
training and application effects [28]. 

  
3.1.2. VGG19 Network 

In 2014, the VGGNets series of models named after the 
Visual Geometry Group of Oxford University were succes-
sively born. Models based on VGG structure have achieved 
good rankings in ImageNet Challenge [29]. VGG has mul-
tiple classic model versions, and its models are often seen 
in many application designs. From the perspective of its ef-
fectiveness, the operation is relatively smooth. And the re-
sult is a large use of continuous convolutional layers, which 
also makes its computational complexity unable to decrease. 
Among the four models, it has the largest storage capacity. 
However, the specific structural changes in its model are 
not significant, and its composition still follows the design 
philosophy of Alexnet, but the network structure is much 
deeper than the former. Convolutional layers can also per-
form more than one convolution operation. As the fitting 
ability of the model continues to strengthen, its recognition 
accuracy is also constantly improving. As shown in Fig. 1 
[30], these VGGNet models have layers 11, 13, 16, and 19. 
After the convolutional layers, there are also activation lay-
ers and pooling layers. The commonly used ones are 
VGG16 and VGG19. From the graph, it can also be seen 
that the VGG19 network is the deepest, with 19 layers, con-
sisting of 16 convolutional layers and 3 fully connected lay-
ers, and all the parameters contained therein can be trained. 
It adopts a small convolutional stacking method, and uses 
convolutional kernels with a size of 3×3, which not only 
reduces the number of parameters, but also improves the 
nonlinear expression ability, ensuring the effect of feature 
extraction. The VGG network has also proven that the depth 
of the network deepens and can better extract features. 

The number in the VGG network name represents the to-
tal number of convolutional and fully connected layers in 
the network, excluding pooling layers. The VGG19 net-
work structure is mainly composed of 5 convolutional 
blocks and 3×3 fully connected layers. Each convolutional 
block contains a convolutional layer, ReLU layer, and pool- 
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ing layer, with a total of 19 parameter layers. The network 
uses 3 convolutional kernels, which can not only greatly re-
duce the number of parameters, but also retain the same re-
ceptive field. In addition, as the depth of the network con-
tinues to deepen, its feature extraction ability also continues 
to enhance. 

The VGGNet models consist of two parts, convolutional 
layer and fully connected layer. Convolutional layers can 
extract image features, while fully connected layers are 
equivalent to the probability of converting the "features" 
extracted from the image into categories. After previous 
scholars' exploration and experiments, it has been shown 
that expanding the depth of the network within an appropri-
ate range can improve the performance of the network 
model. For example, the VGG16 model and VGG19 model, 
as the structural hierarchy of the VGGNet model deepens, 
the richer image features can be extracted. Therefore, the 
VGG19 model is used for the study of ceramic art beauty. 

There are some differences between aesthetic research 
and the traditional approach of VGGNet. VGGNet is used 
to extract features from input images and then output cate-
gories. However, in the process of researching ceramic bea-
uty, the input is image features. And the output images max-
imize the beauty corresponding to this feature. Through the 
input features, the original image corresponding to this fea-
ture is reconstructed. 

3.2. Research on the Beauty of Ceramic Images 
3.2.1. Fast Migration Model  

The original image migration method combines content 
loss and type loss to obtain the total loss. It continuously 
optimizes parameters by minimizing total loss to ensure the 
final generated image effect. A slightly better performing 
CPU also requires thousands of iterations to generate a sin-
gle image. And the entire training process requires gradual 
optimization of the generated image, which can take several 
hours or even longer. In order to accelerate the speed, im-
provements were made to the original migration model to 
obtain a fast image migration model. The migration process 
greatly reduced the image generation time by using the al-
ready trained model. The main reason for reducing the time 
is that the result image is not generated through gradual it-
eration of the image, but through a feedforward neural net-
work. In this network, generating images only requires one 
calculation. The fast migration model is generally com-
posed of two neural networks. As shown in Fig. 2 [31], on 
the left side of the model is an image generation network 𝑓௪, which converts the input picture x into the output pic-
ture y by means of nonlinear transformation 𝑦 = 𝑓௪(𝑥) . 
Each time the loss function calculates 𝑙௜, which measures 
the difference between the output image 𝑦ො and the target 
image 𝑦௜. On the right side of the model is a loss network 
φ. This network is a convolutional neural network, in which 
the parameters have been determined after pre training, and 
the parameters are generally not changed throughout the en-
tire training process. The image generation network is also 
a deep convolutional neural network. 

The image generation network 𝑓௪ is a deep residual net-
work, where the weight w is used as the training parameter 
to generate a certain type of image. It inputs an image and 
outputs an image, which is a process from image to image. 
This is equivalent to encoding the image first, and then re-
storing it to an image. Because the image is only calculated 
once in the generation network, the speed of image genera-
tion has been greatly accelerated. It does not have pooling 
operations and is mainly composed of three convolutional 
layers, five residual layers, and three deconvolution layers. 

  

Fig. 1. VGG structure table. 

 

Fig. 2. Fast migration model network diagram. 



Maximizing the Beauty of Ceramic Art Application in Landscape Design under the Background of Artificial Intelligence 

376 

 

The front part is downsampling, which extracts features 
from the image. The middle part is the residual network 
block, followed by upsampling, and at the end is a convo-
lutional layer. In the down sampling, cubic convolution, 
normalization and Relu activation function are included. In 
oversampling, it includes two times of Relu activation func-
tion, convolution and normalization. At the end, there is a 
convolution, normalization, and tanh function. The residual 
network used in the middle can perform cross convolutional 
layer addition operations, which has the advantage of 
avoiding gradient vanishing. Relu activation function is 
used in the front, and Tanh function is used at the end to 
zoom the output image range to [0, 255]. Only the first and 
last layers in the entire network use the convolutional kernel 
of 9×9, while the other convolutional layers use the convo-
lutional kernel of 3×3. 

The image generation network structure fw is downsam-
pling followed by upsampling. The advantage of this con-
struction is that on the one hand, it can make the feature 
map in the network smaller, deepen the network, and reduce 
computational complexity. On the other hand, the range of 
the Receptive field of the characteristic map increases. The 
size of the Receptive field can be doubled by adding a con-
volution layer of 3×3, and the Receptive field increases 
with the same number of layers. 

The loss network φ selects the VGG19 model, which is 
generally a VGGNet. In the loss network φ, the entire 
VGG19 network layer was not included. Because there is 
no need to use a fully connected layer, only the convolu-
tional layer of the network structure is retained, which can 
reduce the number of parameters and unnecessary compu-
ting resources. In order to make the final training effect bet-
ter, two perception loss function are set to measure the per-
ception and semantic differences between images. 

During the reconstruction process, the traditional pixel 
by pixel comparison method is no longer used for content 
feature loss, and advanced features extracted by VGGNet 
are used to represent feature loss. It initializes an image 𝑦ො, 
and makes the content features of this image 𝑦ො and the tar-
get image y as close as possible. It defines the difference 
between them using euclidean distance. In the lower layers 
of the network, the loss of content features is minimal, so 
the differences in images do not appear significant. In the 
higher layers of the network, the extracted features are the 
overall layout structure of the image. And the texture and 
color will be completely different from the original, making 
it very abstract when viewed directly. The extraction is 
shown in Equation 2. 

  𝑙𝑓𝑒𝑎𝑡థ,௝ (𝑦ො, 𝑦ଵ) = ଵ஼ೕுೕௐೕ ฮ𝜙௝(𝑦ො) − 𝜙௝(𝑦)ฮଶଶ. (2)
 

During the reconstruction process, feature loss mainly 

involves obtaining information about the color, texture, and 
other aspects of the image. Let 𝜙௝(𝑥)  represent the jth 
layer of network φ, and the input is x. The shape of the fea-
ture map is 𝐶௝ × 𝐻௝ × 𝑊௝ , and 𝐺௝థ(𝑥)  is defined as the 𝐶௝ × 𝐶௝ feature matrix. The 𝜙௝(𝑥) is understood as a fea-
ture of the 𝐶௝  dimension, and the size of each feature is 𝐻௝ × 𝑊௝. Its expression is shown in Equation 3. 𝐺௝థ(𝑥)௖,௖ᇲ = ଵ஼ೕுೕௐೕ ∑ ∑ 𝜙௝(𝑥)௛,௪,௖𝜙௝(𝑥)௛,௪,௖ᇲௐೕ௪ୀଵுೕ௛ୀଵ   (3) 

The total loss function, type loss 𝑦௦, content loss 𝑦௖, and 
their weights are added again. The formula is shown in 
Equation 4. 

 𝑦ො = 𝑎𝑟𝑔𝑚𝑖𝑛௬𝜆௖𝑙௙௘௔௧థ,௝ (𝑦, 𝑦௖) + 𝜆௦𝑙௦௧௬௟௘థ,௝ (𝑦, 𝑦௦) + 𝜆்௏𝑙்௏(𝑦). (4)
 

3.2.2. Improved Fast Migration Model 
The original fast migration model only used one image 

as the target type 𝑦௦భ  and target content 𝑦௖భ , and feature 
extraction was only a fixed image. In real landscape design, 
it is possible to extract features of the same type of image, 
so that the generated ceramic art aesthetic research can be 
closer to the real style. In order to be more suitable for a 
certain type, we added other images of the same type to the 
model. Based on the previous model parameter training, we 
obtained the ckpt1 model, and continued to optimize the pa-
rameters using the target type 𝑦௦మ  and target content yc2 to 
obtain the ckpt2 model. Finally, we continued to optimize 
the parameters using the target type 𝑦௦య and target content 𝑦௖య based on the models ckpt1 and ckpt2 to obtain the final 
model ckpt3. At this point, the migration image is obtained 
by extracting several features of the same type. The im-
proved network structure is shown in Fig. 3 [31]. 

The loss network φ also chooses the VGG19 model. To 
reduce unnecessary computation, only the convolutional 
layer is retained and the fully connected layer is deleted. 
Perception loss function is used to measure the perception 
and semantic difference of images. The features extracted 

 
  

Fig. 3. Improved network structure. 
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by the VGG model represent feature loss. Firstly, we initial-
ize an image 𝑦ො, making it infinitely close to the first target 
image 𝑦ଵ of the target, and set the content feature extrac-
tion. The extraction formula is shown in Equation 5. 

 𝑂ଵ = 𝑙௙௘௔௧థ,௝ (𝑦ො, 𝑦ଵ) = ଵ஼ೕுೕௐೕ ฮ𝜙௝(𝑦ො) − 𝜙௝(𝑦ଵ)ฮଶଶ. (5)
 
When selecting the second image and extracting content 

features again, content feature extraction is performed us-
ing the extraction formula shown in Equation 6. 

 𝑂ଶ = 𝑙௙௘௔௧థ,௝ (𝑦ො, 𝑦ଶ) = ଵ஼ೕுೕௐೕ ฮ𝜙௝(𝑦ො) − 𝜙௝(𝑦ଶ)ฮଶଶ. (6)
 
Similarly, when continuing to select other graphs, the 

method for extracting content features is as follows. In fea-
ture extraction, 𝜙௝(𝑥) represents the jth layer of the net-
work φ, and the input is x. The formula for the feature ma-
trix is shown in Equation 7. 

 𝐺௝థ(𝑥)௖,௖ᇲ = ଵ஼ೕுೕௐೕ ∑ ∑ 𝜙௝(𝑥)௛,௪,௖𝜙௝(𝑥)௛,௪,௖ᇲௐೕ௪ୀଵுೕ௛ୀଵ . (7)
 
When selecting the first image of the same style, the loss 

of output image and target image is shown in Equation 8. 
 𝑙௦௧௬௟௘థ,௝ (𝑦ො, 𝑦ଵ) = ฮ𝐺௝థ(𝑦ො) − 𝐺௝థ(𝑦ଵ)ฮிଶ. (8)
 
The regular term function remains unchanged, as shown 

in Equation 9. 
 𝑙்௏(𝑦ො) = ∑ ‖𝑦ො௡ାଵ − 𝑦ො௡‖ிଶ௡ . (9)
 
The objective function for generating images at this time 

is shown in Equation 10. 
 𝑦ො = 𝑎𝑟𝑔𝑚𝑖𝑛௬𝜆௖𝑙௖௢௡௧థ,௝ (𝑦, 𝑦௖ଵ) + 𝜆௦𝑙௦௧௬௟௘థ,௝ (𝑦, 𝑦௦ଵ) + 𝜆்௏𝑙்௏(𝑦).  (10)

When continuing to add the second image of the same 
style, the objective function for generating the image at this 
time is shown in Equation 11. 

 𝑦ො = 𝑎𝑟𝑔𝑚𝑖𝑛௬𝜆௖𝑙௖௢௡௧థ,௝ (𝑦, 𝑦௖ଶ) + 𝜆௦𝑙௦௧௬௟௘థ,௝ (𝑦, 𝑦௦ଶ) + 𝜆்௏𝑙்௏(𝑦).  (11)
 

IV. EXPERIMENTS AND RESULTS 

4.1. Exevaluating Indicator 
The experiment used MATLAB as the testing softw-

are and Python as the development language for deep
 learning. When installing Python, Anaconda was cho- 
sen for installation. It integrates Python versions 3.6 and

 3.7, inherits a large number of standard installation 
packages from scientific computing libraries, and can 
well meet the needs of third-party libraries. The proce-
ssor is an Intel (R) Core (TM) i5-6300HQ CPU with 
8GB of memory, and the operating system is running 
on a 64 bits Windows 7 operating system. To facilitate 
programming, PyCharm will be used as the compiler. 
The paper compares and analyzes the improved fast 
migration model with CNN and fast migration model. 
The evaluation indicators used in the model experi- 
ment in this article include precision, recall, accuracy 
and comprehensive performance indicators. Prepresents
 precision, R represents recall, A represents accuracy, 
and F represents comprehensive performance indicators.
The corresponding expressions are as follows.  

 𝑃 = ்௉்௉ାி௉. (12)
 𝑅 = ்௉்௉ାிே. (13)
 𝐴 = ்௉ା்ே்௉ା்ேାி௉ାிே × 100%. (14)
 𝐹 = (ଵାఈమ)௉∗ோఈమ(௉ାோ) . (15)

  
It is worth noting that TP, FP, TN and FN respectively 

are true positive, false positive, true negative and false neg-
ative. The application of ceramic art should be coordinated 
with landscape design in order to make the garden land-
scape more beautiful and pleasing to the eye. For example, 
when the overall focus of the landscape is on plants, ceram-
ics should also use plant images. At this point, TP repre-
sents the actual need for plant samples in landscape design, 
and plant samples are also used for predicting ceramics. FP 
represents that landscape design does not actually require 
plant samples, but predicts the use of plant samples for ce-
ramic applications. TN represents that landscape design 
does not actually require plant samples, and it is not the 
plant samples that predict ceramic applications. FN repre-
sents the actual need for plant samples in landscape design, 
but it is not the plant samples that predict ceramic applica-
tions. 

SSIM is a standard for measuring the similarity of images. 
It has been found that human perception of images is highly 
structured, and this evaluation method performs well in image 
quality evaluation. Assuming two images m and n, where m 
refers to the original image and n refers to the trained image, 
their SSIM calculation is shown in Equation 16. 

  𝑆𝑆𝐼𝑀(𝑚, 𝑛) = (ଶ௨೘௨೙)(ଶఙ೘೙ା௖మ)(௨೘మ ା௨೙మ ା௖భ)(ఙ೘మ ାఙ೙మା௖మ), (16)
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Where 𝑢௠ and 𝑢௡ are the mean values of image m and n 
respectively. 𝜎௠௡  is the covariance. 𝜎௠ଶ   and 𝜎௡ଶ  repre-
sent the variance of m and n. c1 and c2 are constants that 
remain stable. When the value of SSIM is 1, it means that 
the two images are exactly the same [32]. 
 
4.2. Experiment Results 

The ceramic image collection in this article was collected 
from various museum collections as a scientific basis and 
data source for appraisal work. A total of 1046 ceramic im-
ages were collected, which is a commonly used large-scale 
image dataset. Among them, 732 images were used as the 
training set. 209 images were used as the validation set. The 
remaining images were used as the test set. In order to eval-
uate the effectiveness of the beauty of ceramic art analysis, 
detection, validation, and evaluation experiments are con-
ducted on the dataset on the CNN, fast migration model, 
and improved fast migration model. By comparing the ex-
perimental evaluation results, the models are compared and 
analyzed. The experimental results recorded using 
MATLAB are shown in Figs. 4, 5, and 6, respectively. 

In Fig. 4, the improved fast migration model performs 
well in the P value. It is in a higher position in the dataset, 
resulting in more accurate data detection and analysis re-
sults for the study of the beauty of ceramic art. 

The improved fast migration model has demonstrated its 
superiority compared to traditional CNN and fast migration 

model. In Fig. 5, the recall rate of the improved fast migra-
tion model is relatively high. When analyzing ceramic im-
ages, the improved fast migration model can increase by 
20.90% compared to CNN and 18.42% compared to the fast 
migration model. Therefore, the improved fast migration 
model has advantages in recall rate, thus studying the max-
imum beauty effect of ceramics and effectively applying ce-
ramics in landscape design. 

Through the comparison of algorithm applications in Fig. 
6, the improved fast migration model steadily increases 
with the increase of the dataset. Compared the traditional 
algorithm CNN and fast migration model it can accelerate 
the convergence speed while reducing the training time. 
Four repeated experiments were conducted on each model 
to evaluate its effectiveness based on the average accuracy. 
The results are shown in Table 1. 

From Table 1, it can be seen that the improved fast mi-
gration model can achieve high recognition accuracy in the 
input ceramic art images, which is significantly better than 
other models, with an accuracy rate of 94.87%. Therefore, 
in terms of accuracy, the improved fast migration model has 
obvious advantages due to its characteristics. At the same 
time, we input the image into the improved fast migration 
model, and the training results are shown in Fig. 7. 

As shown in the comparison of the training results in Fig. 
7, in the image analysis results, the core content such as 
character and guqin can be clearly seen, and the style is also 
relatively close to the original image, with a distinctive 
overall effect. Although the image lacks some background 
processing, it can fully reflect key features and aesthetics 
over all. The improved fast migration model has higher 
similarity and is closer to the real effect image.  

Table 1. Comparison results of accuracy. 

Model Accuracy 

CNN 77.01% 

Fast migration mode 82.43% 

The improved fast migration model 94.87% 

 

Fig. 4. P changes. 
 

Fig. 5. R changes. 

  

Fig. 6. F changes. 
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An objective evaluation was conducted on the image re-
sults generated by the improved model and the results gen-
erated by the original fast migration model, as shown in Fig. 8. 

The improved fast migration model has a relatively 
higher SSIM value and better similarity compared to the 
original fast migration model and CNN, so the improved 
model performs better in image beauty analysis. The im-
proved fast migration model achieves feature extraction of 
ceramic art. And the experimental results show that it per-
forms better than the original one, proving that the model 
can effectively extract features of ceramic art and perform 
beauty analysis. 

 

V. CONCLUSION 

With the development of society, the materials of ce-
ramic patterns are becoming increasingly rich, the content 
is becoming more diverse, and the aesthetic sense is also 
becoming more distinctive. The extensive use of deep 
learning and machine learning methods has led to the trans-
formation towards intelligence. This article proposes the 
improved rapid migration model for aesthetic analysis and 
feature extraction of ceramic patterns, and experimental 
verification of implementation methods, The experimental 
results show that the improved model is effective and pro-
gressiveness. The improved rapid migration model analysis 
process only takes a few seconds, solving the problem of 

long process time. The research on maximizing the aes-
thetic appeal of ceramic art application in landscape design 
has demonstrated the advantages of the proposed model, 
which has certain practical and theoretical significance. 
However, the experimental results of the improved model 
in this article still have shortcomings in areas such as ce-
ramic line details and background processing. Therefore, in 
the future, we will incorporate structures for image segmen-
tation into network models to design a better model. 

 

REFERENCES 

[1] T. Bürklin and M. Peterek, "Beyond beauty or urban de-
sign of responsibility," Technical Transactions, vol. 118, 
no. 1, 2021. 

[2] N. H. Buras, The Art of Classic Planning: Building 
Beautiful and Enduring Communities, Harvard Univer-
sity Press, 2020. 

[3] Y. Lin and Z. Qiu, "On the development of Chaozhou 
ceramics from the Road of Sea Silk," in 2022 Interna-
tional Conference on Economics, Smart Finance and 
Contemporary Trade (ESFCT 2022), 2022, pp. 758-771. 

[4] J. Ferreira, B. M. Sousa, and F. Gonçalves, "Encourag-
ing the subsistence artisan entrepreneurship in handi-
craft and creative contexts," Journal of Enterprising 
Communities: People and Places in the Global Econ-
omy, vol. 13, no. 1/2, pp. 64-83, 2019. 

[5] X. Zhou, X. Lian, and H. Guo, "The application of Min-
nan architectural pattern elements in ceramic cultural 
creation under the background of big data," in 2020 In-
ternational Conference on Big Data & Artificial Intelli-
gence & Software Engineering (ICBASE), 2020, pp. 39-
44. 

[6] A. Klingmann, Brandscapes: Architecture in the Expe-
rience Economy, Mit Press, 2010. 

[7] P. De Lacy and C. Shackleton, "Aesthetic and spiritual 
ecosystem services provided by urban sacred sites," 
Sustainability, vol. 9, no. 9, p. 1628, 2017. 

[8] L. Ceccaroni, J. Bibby, E. Roger, P. Flemons, K. Mi-
chael, L. Fagan, and J. L. Oliver, "Opportunities and 
risks for citizen science in the age of artificial intelli-
gence," Citizen Science: Theory and Practice, vol. 4, no. 
1, 2019. 

[9] J. Miao, Z. Wang, Z. Wu, X. Ning, and P. Tiwari, "A 
blockchain-enabled privacy-preserving authentication 
management protocol for internet of medical things," 
Expert Systems with Applications, vol. 237, p. 121329, 
2024. 

[10] Z. Liu, H. Jiang, H. Tan, and F. Zhao, "An overview of 
the latest progress and core challenge of autonomous 
vehicle technologies," in MATEC Web of Conferences, 
EDP Sciences, 2020, vol. 308, p. 06002. 

  

Fig. 7. Training comparison chart. 

  

Fig. 8. SSIM value. 



Maximizing the Beauty of Ceramic Art Application in Landscape Design under the Background of Artificial Intelligence 

380 

 

[11] W. L. Shiau, C. Liu, M. Zhou, and Y. Yuan, "Insights 
into customers' psychological mechanism in facial 
recognition payment in offline contactless services: 
Integrating belief–attitude–intention and TOE–I fra-
meworks," Internet Research, vol. 33, no. 1, pp. 344-
387, 2023. 

[12] B. Darwin, P. Dharmaraj, S. Prince, D. E. Popescu, and 
D. J. Hemanth, "Recognition of bloom/yield in crop 
images using deep learning models for smart agricul-
ture: A review," Agronomy, vol. 11, no. 4, p. 646. 2021. 

[13] S. Ahmed, M. F. Hossain, M. S. Kaiser, M. B. T. Noor, 
M. Mahmud, and C. Chakraborty, "Artificial intelli-
gence and machine learning for ensuring security in 
smart cities," in Data-Driven Mining, Learning and 
Analytics for Secured Smart Cities: Trends and Ad-
vances, 2021, pp. 23-47. 

[14] J. Miao, Z. Wang, X. Ning, N. Xiao, W. Cai, and R. 
Liu, "Practical and secure multifactor authentication 
protocol for autonomous vehicles in 5G," Software: 
Practice and Experience, 2022. 

[15] C. H. Lin and Y. J. Syu, "Fast segmentation of porce-
lain images based on texture features," Journal of Vis-
ual Communication and Image Representation, vol. 21, 
no. 7, pp. 707-721, 2010. 

[16] M. Ioannides, N. Magnenat-Thalmann, E. Fink,R. 
Zarnuc, A. Y. Yen, and E. Quak, Digital Heritage: Pro-
gress in Cultural Heritage, in Documentation, Preser-
vation, and Protection5th International Conference, 
EuroMed 2014, Limassol, Cyprus, November 3-8, 
2014, Proceedings (Vol. 8740). Springer. 

[17] H. B. Kang, X. Qian, T. Hope, D. Shahaf, J. Chan, and 
A. Kittur, "Augmenting scientific creativity with an 
analogical search engine," ACM Transactions on 
Computer-Human Interaction, vol. 29, no. 6, pp. 1-36, 
2022. 

[18] J. Li, "Semantic segmentation-based adaptive mining 
algorithm for ceramic cultural resource data," Mobile 
Information Systems, vol. 2022, 2022. 

[19] J. Sun, H. Lu, L. Qiao, X. Li, K. Chen, and W. Cao, 
"Identification of porcelain ewers in Tang, Song, and 
Yuan dynasties by digital shape characterization," Ce-
ramics International, vol. 49, no. 9, pp, 14246-14254 
2023. 

[20] L. Zhang and G. Liu, "Mathematical modeling for ce-
ramic shape 3D image based on deep learning algo-
rithm," Advances in Mathematical Physics, pp. 1-10, 
2021. 

[21] H. Wu, "Texture image classification method of porce-

lain fragments based on convolutional neural net-
work," Computational Intelligence and Neuroscience, 
vol. 2021, 2021. 

[22] Z. Li and M. J. M. Kamil, "Research on the design of 
Chaoshan intelligent tableware based on digital image 
processing technology," in CIBDA 2022; 3rd Interna-
tional Conference on Computer Information and Big 
Data Applications, VDE, 2022, pp. 1-5. 

[23] P. A. Dias, A. Tabb, and H. Medeiros, "Apple flower 
detection using deep convolutional networks," Com-
puters in Industry, vol. 99, pp. 17-28, 2018. 

[24] J. A. Champandard, "Semantic style transfer and turn-
ing two-bit doodles into fine artworks," arXiv preprint 
arXiv:1603.01768, 2016. 

[25] W. Cho, S. Choi, D. K. Park, I. Shin, and J. Choo, "Im-
age-to-image translation via group-wise deep whiten-
ing and coloring transformation," in Proceedings of 
the IEEE/CVF Conference on Computer Vision and 
Pattern Recognition, 2019, p. 8. 

[26] D. Rong, L. Xie, and Y. Ying, "Computer vision detec-
tion of foreign objects in walnuts using deep learning," 
Computers and Electronics in Agriculture, vol. 162, pp. 
1001-1010, 2019. 

[27] J. Miao, Y. Huang, Z. Wang, Z. Wu, and J. Lv, "Image 
recognition of traditional Chinese medicine based on 
deep learning," Frontiers in Bioengineering and Bio-
technology, vol. 11, 2023. 

[28] A. Dhillon and G. K. Verma, "Convolutional neural 
network: A review of models, methodologies and ap-
plications to object detection," Progress in Artificial 
Intelligence, vol. 9, no. 2, pp. 85-112, 2020. 

[29] Z. Shao, R. Zhao, S. Yuan, M. Ding, and Y. Wang, 
"Tracing the evolution of AI in the past decade and 
forecasting the emerging trends," Expert Systems with 
Applications, p. 118221, 2022. 

[30] S. H. Wang, M. A. Khan, and Y. D. Zhang, "VISPNN: 
VGG-inspired stochastic pooling neural network," 
Computers, Materials & Continua, vol. 70, no. 2, pp. 
3081, 2022. 

[31] F. Chu, B. Dai, N. Lu, X. Ma, and F. Wang, "Improved 
fast model migration method for centrifugal compres-
sor based on Bayesian algorithm and Gaussian process 
model," Science China (Technological Sciences), vol. 
61, no. 12, pp. 1950-1958, 2018. 

[32] I. Bakurov, M. Buzzelli, R. Schettini, M. Castelli, and 
L. Vanneschi, "Structural similarity index (SSIM) re-
visited: A data-driven approach," Expert Systems with 
Applications, vol. 189, 2022. 

 
  



Journal of Multimedia Information System VOL. 10, NO. 4, December 2023 (pp. 371-382): ISSN 2383-7632 (Online) 
https://doi.org/10.33851/JMIS.2023.10.4.371 

381           

 

AUTHOR 

Meiling Wang received her Bachelor degree 
from Hunan Normal University in 2012 and re-
ceived her Master Degree from Zhengzhou Uni-
versity. She is currently working at Zhengzhou 
College of Finance and Economics as a Senior 
Lecture. Her main research interests ceramic art 
application, landscape design, AI, etc. She has 

published more than 10 papers. 
  



Maximizing the Beauty of Ceramic Art Application in Landscape Design under the Background of Artificial Intelligence 

382 

 

 


